
Geophys. J. Int. (2023) 235, 2888–2899 https://doi.org/10.1093/gji/ggad398 
Advance Access publication 2023 October 14 
Applied and Marine Geophysics 

Comparison of different inversion strategies for electrical impedance 

tomography (EIT) measurements 

Haoran Wang , 1 Egon Zimmermann, 2 Maximilian Weigand, 3 Harry Vereecken 

1 and 

Johan Alexander Huisman 

1 

1 Agrosphere (IBG 3), Institute of Bio- and Geosciences, Forschungszentrum J ̈ulich GmbH, 52428 J ̈ulich, Germany. E-mail: h.wang@fz-juelich.de 
2 Electronic systems (ZEA-2), Central Institute of Engineering Electronics and Analytics, Forschungszentrum J ̈ulich GmbH, 52428 J ̈ulich, Germany 
3 Geophysics Section, Institute of Geosciences, University of Bonn, 53115 Bonn, Germany 

Accepted 2023 October 6. Received 2023 October 6; in original form 2023 July 24 

S U M M A R Y 

Electrical impedance tomography (EIT) is a promising method to image the frequency- 
dependent complex electrical conductivity distribution of the subsurface in the mHz to kHz 
frequency range. In contrast to the well-developed electrical resistivity tomography (ERT) 
method, the inversion approach for EIT data is less established. Different inversion strategies 
have been proposed, but the implications of the differences between these methods have not 
been investigated yet. In this study, we aim to compare four different inv ersion strate gies for 
EIT measurements. The first strategy (CVI) formulates the inverse problem in the complex 

number domain and is mathematically the most elegant method. The second strategy (RVI) 
is the established real-valued inversion method, which decouples the inversion of the real and 

imaginar y par ts and completely ignores the comple x nature. The third strate gy (ALT) is v ery 

similar to the RVI strategy in case of small phase angles, but it considers the complex coupling 

in the forward operator and alternately updates the real and imaginary parts of the model in the 
case of large phase angles. The fourth and final strategy (CVI + ) was newly formulated in this 
study. It fully considers the complex nature of EIT measurements but separates the treatment 
of the real and imaginary part in terms of the data weighting and regularization. The different 
inv ersion strate gies were tested with two synthetic models. The first model has a small phase 
contrast and the second model has a large phase contrast. In the case of a small phase contrast, 
the CVI strategy was able to resolve the distribution of electrical conductivity amplitude, but 
the inversion result for the phase angle was less reliable. The other three strategies presented 

similar results and the models were well resolved within the expected data misfit. In the case 
of a model with large phase contrast, only the newly formulated CVI + strategy was able to 

produce reliable results. It was found that the extremely large phase angle can have a significant 
influence on the modelled amplitude of data. The cross-sensitivity (i.e. the imaginary part of 
the sensitivity) that describes the influence on the real part of data due to a change in the 
imaginar y par t of model, or that on the imaginar y par t of data due to a change in the real 
part of model, provided unique information during the inversion. It was concluded that the 
CVI + strategy is theoretically the most comprehensive and correct approach for EIT inver- 
sion, but that in the case of small phase angles the RVI strategy has the practical advantage that 
no complex calculations are required, which substantially reduces the required computational 
effort. 
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1 .  I N T RO D U C T I O N  

Electrical impedance tomography (EIT) has received increased at- 
tention in recent years given its promising capability to image the 
subsurface complex electrical conductivity distribution in a broad 
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t al. 2014 ; Zhao et al. 2015 ; Wang et al. 2021 ) have prompted
he application of frequency domain measurements (EIT) as well as
ime domain IP measurements at the field scale in different contexts.
his includes contaminated site characterization (Flores Orozco
t al. 2012a ), plant root system imaging (Weigand & Kemna 2019 ),
eochemical process monitoring (Doetsch et al. 2015 ) and the de-
er mination of per meability and litholo gy (Attw a & G ünther 2013 ;

aurya et al. 2018 ). 
Considerable attention has been paid to improving the accuracy

f EIT measurements, including the development of advanced mea-
urement systems (Radic 2004 ; Zimmermann et al. 2008 ) and the
emoval of electromagnetic coupling effects (Schmutz et al. 2014 ;
hao et al. 2015 ; Flores Orozco et al. 2021 ; Wang et al. 2021 ).
o wever , it is well known that a proper inversion strategy is equally

mportant for obtaining reliable imaging results. Different from the
nversion of electrical resistivity tomography (ERT) data where only
he amplitude of the measurements is considered, the inversion of
IT data deals with complex measurements involving the amplitude
nd phase (or real and imaginar y par ts) of the measured impedances.
arly work on the inversion of time-domain induced polarization

TDIP) data linearized the chargeability in the inverse problem and
sed a formulation in the real number domain (Oldenburg & Li
994 ; Beard et al. 1996 ). In the frequency domain, complex-valued
orward modelling (Weller et al. 1996b ) enabled a complex inver-
ion (Weller et al. 1996a ). Ho wever , Weller et al. ( 1996a ) inverted
he complex data using a simultaneous iterative reconstruction tech-
ique, which w as de veloped for linear problems. Based on the non-
inear Gauss-Newton method that is widely adopted in the inversion
f DC resistivity data (Sasaki 1992 ; LaBrecque et al. 1996 ; Loke &
arker 1996 ), a direct comple x inv ersion strate gy with the data and
odel in complex form can be formulated. For this case, Kemna

 2000 ) showed that the inversion was dominated by the real part of
he data and model. Therefore, an additional inversion step called
he final phase improvement (FPI) was proposed by Kemna ( 2000 )
o separately refine the phase model using the real part of the final
omplex Jacobian from the first step. Recent developments in the
nversion of EIT data have tried to simplify and separate the inver-
ion of real and imaginary parts to a larger extent. Martin & G ünther
 2013 ) adopted a two-step real-valued inversion approach where the
mplitude was inverted first in the real number domain (i.e. ERT in-
ersion), and the imaginary resistivity was then separately inverted
sing the final real-valued Jacobian from the first step. It should be
oted that the calculated sensitivity or Jacobian is complex based on
 complex model. The real part of the complex sensitivity describes
he change in the real part of the measured data due to a change in
he real part of the model parameters, or that in the imaginary part
f the measured data due to a change in the imaginary part of the
odel parameters. The imaginary part of the complex sensitivity,

lso called the cross-sensitivity, describes the change in the real part
f the measured data due to a change in the imaginary part of the
omplex model, or that in the imaginary part of the measured data
ue to a change in the real part of the complex model. The strategy
roposed by Martin & G ünther ( 2013 ) can be referred to as a two-
tep inversion. It ignores the cross-sensitivity (i.e. imaginar y par t of
he sensitivity) and relies on the assumption of small phase angles.
lthough measured phase angles are mostly small for near surface

pplications, large phase angles were also occasionally reported. For
xample, K ulenkampf f & Yaramanci ( 1993 ) showed that the mea-
ured phase angle for rock salt can be extremely large with phase
alues up to 1000 mrad. Recently, Peruzzo et al. ( 2021 ) presented
arge phase angles above 500 mrad for wheat plant root system. 
Johnson & Thomle ( 2018 ) proposed a decoupled strategy for
he inversion of EIT measurements, which is especially beneficial
or large-scale problems because the complex forward modelling
as decomposed and can be done in the real number domain. In
ar ticular, the imaginar y par t of the potential distribution was ob-
ained in the real number domain after the real part of the potential
as solved. In the case of phase angle below 200 mrad, their ap-
roach becomes again a two-step inversion. For large phase angles,
t alter nately inver ts for the real and imaginar y par t of the com-
lex electrical conductivity using the decoupled forward modelling
nd approximated sensitivity. Although this approach used a de-
oupled forward calculation approach to provide accurate forward
odelling in a computationall y ef ficient w ay, the cross-sensiti vity
as again ignored. The real part of the complex sensitivity was

pproximated based on the reciprocity theorem (Geselowitz 1971 )
sing only the real part of the potential distribution. Ho wever , it
hould be noted that the real part of the sensitivity presented in Eq.
B3) of Johnson & Thomle ( 2018 ) should include the contribution
f the imaginary part of the potential distribution in the case of
odels with large phase v alues. Unfortunatel y, the inversion strat-

gy proposed by Johnson & Thomle ( 2018 ) was only tested with
odels showing small phase values. It remains to be seen how

his alternate inversion strategy performs and whether the cross-
ensitivity can be neglected in the case of models with large phase
alues. 

Based on these previous studies, the inversion approaches for
IT data can be divided into three strategies. The first strategy is

he direct complex inversion where the data and model are com-
lex numbers. The second strategy is a two-step inversion approach
hat separately inverts the real and imaginary parts of the consid-
red data while ignoring their complex nature. The third strategy
s an alternate inversion approach that updates the real and imag-
nar y par ts of the considered model alternately in each iteration
nd is specially designed to deal with large phase angles. Although
he drawbacks of the first strategy have been pointed out before
Kemna 2000 ; G ünther & Martin 2016 ), it remains to be explained
n detail how the real part of the data and model dominate the in-
ersion. The second and the third strategy consider the separated
reatment of the real and imaginar y par t of the complex data and
odel in terms of data weighting and model regularization to some
 xtent, but the y do not fully consider the complex nature of EIT data
nversion. The cross-sensitivity has al wa ys been neglected so far,
ut this simplification needs further investigation for the case that
he measurements show large phase angles. The theoretically ideal
ase for EIT inversion should consider simultaneously the coupling
etween real and imaginary parts of the complex data and model,
nd the separated treatment in terms of data weighting and model
egularization. To the best of our knowledge, such an approach
as not been presented yet. In addition, the implications of using
ifferent inversion strategies for EIT imaging have not been inves-
igated yet. 

In this context, the aim of this work is twofold. We first aim to
ev elop an inv ersion strate gy that can fully account for the intrinsic
omplex nature of EIT data inversion while considering a separated
reatment in terms of data weighting and model regularization. In a
econd step, we then aim to compare different inversion strategies
nd discuss their limitations. In the following sections, we will first
escribe in detail the different inversion approaches considered in
his study. After this, the different approaches will be compared
sing a synthetic modelling study with both small and large phase
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2 .  M AT E R I A L S  A N D  M E T H O D S  

2.1 Forward modelling 

The forward problem in EIT involves solving the Poisson equa- 
tion for a giv en comple x electrical conductivity distribution and 
measurement configuration: 

∇ · ( σ ∗∇φ∗) = −∇ · J , (1) 

where σ ∗ is the complex electrical conductivity of the medium, φ∗

is the complex potential and J is the source current density. In this 
study, eq. ( 1 ) was solved in 2.5-D (Dey & Morrison 1979 ) where the 
change of electrical conductivity along the direction perpendicular 
to the inversion plane is assumed to be zero. A custom-made Matlab 
program extended from Zimmermann ( 2011 ) was used to solve the 
forward problem using the finite element method (FEM). Neumann 
(no-flow) boundary conditions were applied to all domain bound- 
aries and the subsurface boundaries were put suf ficientl y far aw ay 
from the surv e y area of interest. The 2-D unstructured grids were 
generated using Gmsh (Geuzaine & Remacle 2009 ). The modelling 
grid was refined around the electrodes by adding nine additional 
nodes between two neighbouring electrodes and the element size 
gradually increased with increasing distance from the electrodes. 

2.2 General f orm ulation of the inv erse pr oblem 

Since the inversion approaches discussed in this study are all based 
on a Gauss–Newton scheme, we first illustrate this part of the in- 
version in general and then describe the specific parameters and 
decisions in each EIT inversion approach. The inversion aims to 
iterati vel y minimize the following objective function: 

� = || W d ( d − f ( m )) || 2 + λ|| W m 

m || 2 , (2) 

where d is a vector with the measured data, m is a vector with model 
parameters, f ( m ) is the forward response of model m , W d is the 
diagonal data weighting matrix, that is W d = diag( 1 / e ) and e is 
the data weighting vector containing the expected standard deviation 
of the data, λ is the damping factor and W m 

is the regularization 
matrix used to specify the desired properties of the model m . To 
obtain W m 

, the number of immediate neighbour elements n for the 
i th element was counted. A value of 1 is assigned to the i th diagonal 
position in W m 

and a value of ‘ −1/ n ’ is assigned to the neighbouring 
elements at the corresponding position in W m 

(Chou et al. 2016 ). 
Using a linear Taylor series approximation and differentiating the 
total objective function with respect to � m results in the following 
model update equation (Park & Van 1991 ; Li & Oldenburg 1999 ): (
G 

T W 

T 
d W d G + λW 

T 
m 

W m 

)
� m 

= G 

T W 

T 
d W d ( d − f ( m 

) ) − λW 

T 
m 

W m 

m , (3) 

where G is the Jacobian matrix and T indicates the transpose of a 
matrix. 

The inversion starts from a homogeneous model determined 
based on the mean value of the measurements (i.e. mean value 
of apparent electrical conductivity and phase). The damping factor 
λ that controls the strength of the regularization is a key parame- 
ter in the inversion. There are different methods to determine the 
appropriate regularization strength, including the discrepancy, the 
generalized cross-validation (GCV) and the L-curve method (Vogel 
2002 ; Farquharson & Oldenburg 2004 ). When data error estimates 
are available as is the case in this study, the discrepancy method that 
tries to minimize the data misfit to the expected data error typically 
is the preferred choice (Vogel 2002 ; G ünther 2004 ). In this study, 
we started the inversion with a large damping factor estimated from 

the row sums of the matrix product G 

T W 

T 
d W d G and gradually re- 

duced it to reach the target data misfit. The damping factor λ was 
iterati vel y reduced based on the data misfit using the scheme pro- 
posed b y K emna ( 2000 ). In particular, the decrease of λ was fast 
in the beginning of the inversion when the normalized data misfit 
χ 2 is high and slowed down when χ 2 is approaching the expected 
range (0.95 < χ 2 < 1.05). 

In each iteration, a line search procedure using a second order 
pol ynomial fitting (K emna 2000 ; G ünther 2004 ) w as used to find 
the optimal step length τopt between 0 and 1. The model was then 
updated by m i+ 1 = m i + τopt � m i . In detail, the full model update 
was first obtained using eq. ( 3 ) for a given model and damping factor. 
Forward calculations were then carried out for the full update ( τ = 1) 
and half the update ( τ = 0.5), and the corresponding total objective 
function values were then determined. Together with the solution 
from the previous iteration (i.e. τ = 0), the parameters of the second 
order polynomial function describing the total objective function as 
a function of the step length were then obtained. The optimal step 
length τopt was then found by searching for the minimum of the 
parabolic function in the range between 0 < τ ≤ 1 (Li & Oldenburg 
1999 ; G ünther 2004 ). 

The EIT inversion can be implemented with different formula- 
tions of the complex data and model parameters, for example the 
amplitude and phase (Kemna 2000 ) and the real and imaginar y par ts 
of the complex electrical conductivity (Johnson & Thomle 2018 ). 
The choice of data and model types is somewhat subjective. In 
this study, we used the logarithm of both the complex impedances 
and the complex electrical conductivity as the data and model pa- 
rameters. The sensitivity for both the real-valued and the complex- 
valued problems are calculated based on the reciprocity theorem 

(Geselowitz 1971 ; Murai & Kagawa 1985 ; Park & Van 1991 ). In 
the complex form, it can be expressed as: 

∂ Z 

∗

∂ σ ∗ = −∫ 

∇φ∗
C 

I C 
· ∇φ∗

P 

I P 
d	, (4) 

where φ∗
C and φ∗

P are the complex potential distribution induced 
by current excitation I C and I P at the transmitter (current poles) 
and the receiver (potential poles), respectively, d	 represents a 
small volume element, and Z 

∗ is the complex transfer impedance, 
which for a given measurement is the complex potential difference 
between the potential electrodes normalized by the injected current. 
The sensitivity for the logarithm of the data and model can be 
derived using the chain rule: 

∂ ln ( Z 

∗) 

∂ ln ( σ ∗) 
= 

σ ∗

Z 

∗
∂ Z 

∗

∂ σ ∗ . (5) 

The right-hand side of eq. ( 5 ) consists of two different kinds of 
sensitivity, i.e. the real and imaginary parts of the complex sensitiv- 
ity. The Cauchy–Riemann conditions describe the relation for the 
dif ferent deri v ati ves (Kwok 2010 ), that is Real ( ∂ln ( Z ∗) 

∂ln ( σ∗) ) = 

∂ ln ( | Z ∗| ) 
∂ ln ( | σ∗| ) = 

∂ ϕ a 
∂ ϕ 

and Imag ( ∂ln ( Z ∗) 
∂ln ( σ∗) ) = 

∂ ϕ a 
∂ ln ( | σ∗| ) = − ∂ ln ( | Z ∗| ) 

∂ ϕ 
with ϕ and ϕ a being 

the phase angle of the complex electrical conductivity and the phase 
angle of the measured transfer impedance, respecti vel y. The imag- 
inar y par t of the complex sensiti vity (i.e. cross-sensiti vity) usuall y 
is small compared to the real part of the complex sensitivity, and 
therefore has been neglected in previous studies (Martin & G ünther 
2013 ; Johnson & Thomle 2018 ). 
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.3 Inver sion strate gies f or EIT measur ements 

.3.1 Direct complex inversion (CVI) 

n principle, the complex impedances can be inverted directly using
he inversion scheme described above using the complex form of
ata and model, that is d = ln | Z 

∗| + i ϕ a and m = ln | σ ∗| + i ϕ .
o wever , it has been pointed out that the direct inversion of complex
ata can be problematic for the imaginary part of the model (Kemna
000 ; G ünther & Martin 2016 ). The data weighting term in the direct
omple x inv ersion is implemented as a comple x number (Kemna
000 ; Flores Orozco et al. 2012b ) with the transformed errors for
ogarithm amplitude as the real part and the errors for the phase
s the imaginary part, that is e = e A + ie P with e A and e P being
he data errors for the logarithm of the amplitude and the phase of
he measured complex impedance, respecti vel y. This CVI strategy
equires the use of complex Jacobian and data weighting matrices
nd thus the use of the conjugate (Hermitian) transpose, which is
ypically indicated with H instead of T in eq. ( 3 ). In this approach,
he complex data misfit was represented by a single real number
hich is used to stop the inversion, but we will also present the χ 2 

 alues separatel y for the final electrical conductivity amplitude and
hase distributions. 

.3.2 Two-step real-valued inversion (RVI) 

he second strategy is a two-step real-valued inversion approach
RVI) based on the Cauchy-Riemann condition for the real part of
he sensitivity. It ignores the cross-sensitivity for the inversion of
oth amplitude and phase of the electrical conductivity. In the first
tep, the amplitude of the measured complex impedance is inverted
sing a real-valued formulation, which is identical to ERT inversion.
he data and model parameters d and m are the logarithms of the
mplitude of the complex impedance ln ( | Z 

∗| ) and the electrical
onductivity ln ( | σ ∗| ) . The data weighting term in the first step
onsiders only the log-transformed errors for the amplitude of the
easured complex impedances, e = e A . In the second step, the data

nd model parameters are the measured apparent phase ϕ a and the
hase ϕ for each model element, respecti vel y. The data weighting
erm only consists of the errors for the phase. The Jacobian matrix
rom the last iteration in the first step is used in the second step to
btain the model update and to calculate the forward phase response.
his is possible because the inverse problem in the second step
ecomes linear when the cross-sensitivity is ignored (Martin &
 ünther 2013 ). 

.3.3 Alternate inversion (ALT) 

he third strategy is inspired by the method proposed by Johnson &
homle ( 2018 ), but it should be noted that the decoupled forward
alculation approach is not implemented in this study. Instead, we
onsistently used complex forward computation when it comes to
he calculation of complex impedances. In the case of small phase
ngles below 200 mrad, this method is very similar to the two-
tep real-valued inversion described above. The first step is again
he ERT inversion. The difference is the calculation of the forward
esponses in the second step. To compare with the approximated
orward modelling using the Jacobian matrix in the RVI strategy,
e used complex modelling to calculate the forward response in

he second step of the ALT strategy. This then becomes the same
ethod as the final phase improvement in Kemna ( 2000 ). 
The key feature of this strategy is to alternately update the real
nd imaginar y par ts of the electrical conductivity in each iteration so
hat the forward calculation can be carried out based on the updated
omplex model. To implement this strategy in terms of logarithmic
mplitude and phase angle in this study, we calculate the forward
esponse and Jacobian using the exact complex modelling (i.e. eqs 1 ,
 and 5 ), but only the real part of the calculated complex sensitivity
ill be used to obtain the model update in eq. ( 3 ). In particular,

he amplitude of complex electrical conductivity is updated first in
ach iteration. The line search for the amplitude is carried out using
olynomial fitting. The complex forward calculation for τ = 0.5
nd τ = 1 is based on the phase model from last iteration. The
hase model update is then calculated using the same Jacobian and
he step length for the phase model is determined using the updated
lectrical conductivity amplitude. In the end, the forward response,
acobian matrix and data misfit are updated based on the complex
odel. 

.3.4 Improved complex inversion (CVI + ) 

he fourth strategy is an extension of the CVI strategy (CVI + ).
t also relies on the concept of comple x inv ersion but treats
ata weighting and model regularization for the amplitude and
hase separately. This was achieved by extending the data vec-
or to d = ( ln ( | Z 

∗| ) , ϕ a ) 
T and the model parameter vector to

m = ( ln ( | σ ∗| ) , ϕ ) T , which are thus twice as large as in the CVI
trategy. The data weighting for the amplitude and phase was sep-
rately assigned to the corresponding measurements through the
iagonal of the extended data weighting matrix. Similarly, an ex-
ended regularization matrix was constructed that consists of two
riginal regularization matrices at the main diagonal and two null
atrices at the off-diagonal positions. To allow for different regu-

arization strengths for the amplitude and phase, a diagonal matrix
 with two separate damping factors is introduced, 

L = 

(
λA I 0 

0 λP I 

)
, (6) 

here λA and λP are the damping factors for the amplitude and
hase, respecti vel y. I is the identity matrix. This results in the fol-
owing modified model update equation 

G 

T W 

T 
d W d G + W 

T 
m 

L W m 

)
� m 

= G 

T W 

T 
d W d ( d − f ( m 

) ) − W 

T 
m 

L W m 

m (7) 

To complete this extended formulation, the Jacobian matrix is
efined as: 

G = 

∂ d 

∂ m 

= 

⎛ 

⎝ 

∂ ln ( | Z ∗| ) 
∂ ln ( | σ∗| ) 

∂ ln ( | Z ∗| ) 
∂ ϕ 

∂ ϕ a 
∂ ln ( | σ∗| ) 

∂ ϕ a 
∂ ϕ 

⎞ 

⎠ (8) 

In each iteration, the complex forward operator is required to
alculate the forward response and the complex sensitivity which
s then used to construct the Jacobian in eq. ( 8 ) based on the
auchy–Riemann relations. The starting damping factors for each

erm were determined based on the row sums of the matrix product
G 

T W 

T 
d W d G separately using the real part of the complex sensitiv-

ty only, which is the same as in the ALT method. The data misfit
erm for the complete data vector and the separated data misfit terms
or amplitude and phase were all examined after each iteration to
top the inversion and to adjust the corresponding damping factors
ccording to the damping scheme of Kemna ( 2000 ). At the end of
he inversion, it was ensured that the χ 2 values for the extended data
ector as well as the separate terms are all in the target range. 
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Figure 1. Total objective function value � as a function of step lengths 
τA and τP for the logarithmic amplitude and phase angle of the electrical 
conductivity. Values at the six black points are calculated from exact forward 
modelling to determine the six parameter in eq. ( 9 ). 
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We propose a 2-D line search procedure to find the optimal step 
lengths τA and τP for the logarithmic amplitude and phase of the 
electrical conducti vity, respecti vel y. Instead of fitting a three-point 
polynomial function, we fit a six-point quadratic surface 

� = A τ 2 
A + B τ 2 

P + CτA τP + DτA + EτP + F (9) 

where A - F are the six parameters to determine the quadratic surface. 
Fig. 1 illustrati vel y shows the 2-D line search method. Once the 
model update is calculated, forward modelling will be conducted 
for five combinations of τA and τP as represented by the black 
dots in Fig. 1 (i.e. [ τA τP ] = [0.5 0], [0 0.5], [0.5 0.5], [1 0.5], 
[0.5 1]). Together with the solution from the previous iteration (i.e. 
[ τA τP ] = [0 0]), six parameters in eq. ( 9 ) can be solved and the 
minimum of the total functional � can be found in the desired range 
( 0 < τA , τP ≤ 1 ). 

2.4 Synthetic modelling study 

The two synthetic models shown in Fig. 2 were used in this study. 
Model-1 has two layers for the amplitude of the electrical conduc- 
tivity. The top layer has a conductivity of 2 mS m 

−1 , representing 
a dry soil layer, and the bottom layer has a higher conductivity of 
100 mS m 

−1 . The phase distribution shows a phase anomaly with a 
maximum phase angle of 30 mrad, which could for example repre- 
sent a target area with zerovalent iron particles (Joyce et al. 2012 ; 
Emerson et al. 2021 ). In contrast, Model-2 has an extremely high 
phase angle layer of 1000 mrad, representing highly polarizable ma- 
terials (e.g. rock salt). Although it is rare in reality, the amplitude 
of the electrical conductivity for Model-2 is deliberately set as a 
homogeneous model to illustrate problems with the simplified in- 
version approaches later on. For both subsurface models, a survey 
line consisting of 21 electrodes with 1 m electrode spacing and a 
dipole–dipole measurement scheme were used to obtain the syn- 
thetic EIT data. In the synthetic study, we assume that the noise 
is independent and normally distributed. The modelled complex 
impedances for Model-1 were contaminated with 3 per cent relative 
error for the amplitude and 1 mrad absolute error for the phase. 
For Model-2, 3 per cent relative error for the amplitude was also 
applied but a higher phase error of 5 mrad was adopted. The applied 
errors were also used in the subsequent error-weighted inversion. 
This selection of error parameters is similar to pre viousl y used es- 
timates in other studies (Slater & Binley 2006 ; Martin & G ünther 
2013 ; Johnson & Thomle 2018 ). With this selection of error pa- 
rameters, it should be noted that all the measurements were equally 
weighted. This is clear for the phase angle because constant phase 
errors were applied. For the amplitude of complex impedance, the 
3 per cent relative error also corresponds with a constant error after 
log-transformation (Friedel 2003 ; G ünther et al. 2006 ). 

3 .  R E S U LT S  A N D  D I S C U S S I O N  

3.1 Results for Model-1 (small phase angle) 

Fig. 3 shows the inversion results for Model-1 obtained using the 
four inv ersion strate gies. It should be noted that the results for the 
RVI and ALT strategies for the amplitude are identical because the 
implementations have the same first step (i.e. ERT inversion). The 
results for the inverted electrical conductivity amplitude distribu- 
tion were very similar for all strategies. The two layers were well 
reconstructed in all results. Although the data misfit term in the 
CVI strate gy aggre gates the data misfit for the amplitude and phase 
angle in a single real-valued misfit, the χ 2 values are calculated and 
presented separately for the final electrical conductivity amplitude 
and phase distributions. The aggregated χ 2 value for the inversion 
results was minimized to the target range. It was almost identical 
to χ 2 values of the electrical conductivity amplitude and the ERT 

inversion result in the first step of the RVI strategy, which indicates 
that the aggregated misfit in the CVI strategy was dominated by the 
error for the electrical conductivity amplitude as expected. The in- 
verted phase distribution obtained with the CVI strategy was rough 
and showed artefacts. The high phase anomaly was not accurately 
located and the overall image appeared very rough, although the 
final χ 2 value of the phase inversion obtained with the CVI strategy 
was very close to the target range. In contrast, the phase anomaly 
was well resolved in the distributions obtained using the RVI, ALT 

and CVI + strate gies. Moreov er, the images were very similar and 
presented much smoother phase distributions. It should be noted 
that the χ 2 value for the phase distribution obtained using the RVI 
strategy is calculated with the forward response approximated using 
the Jacobian matrix. We also calculated the exact χ 2 value using a 
complex modelling, and the result was 1.086 instead of the 1.041 us- 
ing the approximated Jacobian matrix. Although it is slightly higher 
than the upper limit of the target range, it is still acceptable. 

From the imaging results presented in Fig. 3 , it is clear that visi- 
ble differences can only be found in the phase images produced by 
the CVI strategy. This is due to the use of the same data weight- 
ing and damping factor for the amplitude and the phase angle in 
the CVI strate gy. Howev er, the appropriate re gularization strength 
and thus the optimal damping factor can be quite different for the 
inversion of electrical conductivity amplitude and phase angle. Ta- 
ble 1 presents the data weighting and final damping factors for the 
inversion of phase angle using different strategies. Because both the 
inversion of electrical conductivity amplitude and phase angle are 
equal-weighted inversions in this synthetic study, we can use one 
value (i.e. | 1/ e | 2 in Table 1 ) to represent the data weighting. The RVI, 
ALT and CVI + strate gies hav e the same data weighting and com- 
parable damping factors for the inversion of the phase angle because 
these strategies allow for separated treatment of the amplitude and 
phase angle in terms of data weighting and model regularization. 
For the CVI strategy, the data weighting and final damping factor 
were quite different from the other strategies. In principle, the CVI 
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Figure 2. Amplitude and phase of two subsurface models used in the synthetic modelling study. 

Figure 3. Inversion results for electrical conductivity amplitude and phase 
of Model-1 using the CVI (direct complex in version), RVI (tw o-step real- 
valued inversion), ALT (alternate inversion or final phase improvement) and 
CVI + (improved complex inversion) strategies. 

Table 1. Data weighting and the final damping factors for different inversion 
strategies in the inversion of the phase angle of Model-1. 

Method | 1 /e | 2 Final damping factor λ λ

| 1 /e | 2 

CVI 1.11 × 10 3 6.63 × 10 1 0.06 
RVI 1.00 × 10 6 1.63 × 10 6 1.63 
ALT 1.00 × 10 6 1.64 × 10 6 1.64 
CVI + 1.00 × 10 6 1.42 × 10 6 1.42 
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trategy should be able to provide a plausible phase distribution if
he ratio of the final damping factor and the data weighting would
e similar as in the other strate gies. Howev er, Table 1 shows that
his ratio was much smaller (0.06 compared to 1.63), indicating that
he rough phase images produced by the CVI strategy are due to the
maller regularization strength applied in the phase inversion. This
undamentally explains why the direct complex inversion (CVI) is
ot able to produce reliable inversion results for the phase angle.
epending on the different contrasts in the amplitude and phase
f the electrical conductivity distribution and different data errors
n the measured amplitude and phase of the complex impedances,
he phase model can be under- or overestimated. Kemna ( 2000 )
roposed a final phase improvement starting from the phase model
btained using the direct complex inversion, which was useful given
hat the cases presented in Kemna ( 2000 ) were underestimated or
lightly overestimated. The rough phase model with artefacts shown
n Fig. 3 may not be a good starting model for a second phase inver-
ion step. Therefore, it is suggested that such a second step should
tart from a homogeneous model as in the RVI and ALT strategies.

The results produced by the CVI + strategy show slightly differ-
nt final χ 2 values and damping factors compared to the RVI and
LT strategies. This is because the use of the two-dimensional line

earch can result in different step lengths and thus different damp-
ng of λ. Moreover, the starting λ for the inversion of the phase
ngle in the CVI + strategy is estimated based on the Jacobian
alculated using a homogeneous model, while the starting λ for the
hase angle in the RVI and ALT strategies is estimated based on the
acobian for the final electrical conductivity model. Despite these
ifferences, the final χ 2 values for the RVI, ALT, and CVI + strate-
ies were all in the target range and the final damping factors were
imilar and of the same order of magnitude. 

.2 Results of Model-2 (lar g e phase model) 

ig. 4 shows the inversion results for Model-2 obtained using the
our inversion strategies. It is clear that only the CVI + strategy
uccessfully resolved the homogeneous amplitude of the electri-
al conductivity model, whereas the other strategies all resulted in
nomalies in the inverted amplitude of the electrical conductivity.
lthough the phase distributions obtained by the CVI, RVI and ALT

trategies clearly showed the layered structure, it is difficult to inter-
ret without a reliable distribution of the amplitude of the electrical
onductivity. Therefore, the results obtained by the CVI + strategy
ere considered as a reference and the reasons for the failure of the
ther three strategies will be explained in the following. 

In the case of Model-1, the inversion results produced by the CVI
trategy were dominated by the real part of the data and the model.
o wever , this is not the case anymore in the presence of extremely

arge phase angles (i.e. Model-2). To analyse the inversion results
f Model-2 produced by the CVI strategy and to compare them
ith the results produced by the CVI + strategy, the data weighting

nd the final damping factors for the CVI and CVI + strategy are
resented in Table 2 . The ratio of the final damping factor and
he data weighting for the CVI strategy was about two orders of

agnitude smaller (0.05 compared to 7.05) than the ratio for the
VI + strategy in case of the inversion of the amplitude of the

mpedance. This indicates that the regularization strength applied
o the amplitude was too small in the CVI strategy. In the case of
he inversion of the phase angle, the difference in the ratios for
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Figure 4. Inversion results for electrical conductivity amplitude and phase 
of Model-2 using CVI (direct complex in version), RVI (tw o-step real-valued 
in version), ALT (alternate in version or final phase improvement) and CVI + 

(improv ed comple x inv ersion) strate gies. 

Table 2. Data weighting and the final damping factors for the CVI and 
CVI + strategies in the inversion of Model-2. 

Method | 1 /e | 2 Final damping factor λ λ

| 1 /e | 2 

Amplitude CVI 1.11 × 10 3 5.95 × 10 1 0 .05 
CVI + 1.14 × 10 3 8.04 × 10 3 7 .05 

Phase CVI 1.11 × 10 3 5.95 × 10 1 0 .05 
CVI + 4.00 × 10 4 3.58 × 10 2 0 .009 

Figure 5. Pseudo-section of the amplitude of the modelled apparent com- 
plex conductivity using Model-2 
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the CVI and CVI + strategies were much smaller, which suggests 
that the inversion results for Model-2 obtained by the CVI strategy 
were dominated by the phase angle and not the amplitude. Although 
the final χ 2 value for the amplitude of the electrical conductivity 
was in the target range for the CVI strategy, the image presented 
mostly lower electrical conductivity ( < 0.8 mS m 

−1 ), which is much 
different from the expected homogeneous distribution of 1 mS m 

−1 . 
The inversion results obtained by the RVI strategy showed a lay- 

ered structure for the amplitude of the electrical conductivity, which 
is not in agreement with the homogeneous true model. The reason 
for the failure of the RVI strategy is rooted in the modelled ampli- 
tude of the apparent conductivity. Fig. 5 shows the pseudo-section 
of the amplitude of the modelled apparent electrical conductivity 
using Model-2, which clearly showed a relatively low conductivity 
layer in the middle. This explains the layered structure obtained for 
the inverted amplitude of the complex conductivity using the RVI 
strategy. In the case of ERT or EIT with small phase values, the 
modelled apparent electrical conductivity for a homogeneous con- 
ductivity amplitude of 1 mS m 

−1 is expected to be 1 mS m 

−1 . Due 
to the extremely large phase angles, the amplitude of the modelled 
apparent electrical conductivity ranges from 0.92 to 1.02, which 
suggest differences up to 8 per cent. The final χ 2 values for the 
results obtained by the RVI strategy were also calculated using a 
complex instead of the real-valued forward modelling, and this re- 
sulted in χ 2 values of 114.16 and 787.86 for the amplitude and 
phase, respecti vel y. This clearl y highlights that in the case of large 
phase angles the RVI strategy is not suitable for the inversion of 
EIT data and that complex forward modelling is needed. Although 
the ALT strategy can produce accurate forward responses, the re- 
sult obtained with the ALT strategy were also not satisfactory. The 
reason for this failure of the ALT strategy is the negligence of the 
cross-sensitvity, which will be explained in detail in the next section. 

3.3 Discussion of cross-sensitivity 

To explore how the cross-sensitivity contributes to the inversion of 
the amplitude and phase angle of the electrical conductivity, four 
different Jacobian matrices were defined based on the complete 
extended Jacobian in eq. ( 8 ): 

G A 0 = 

∂ ln 

( | Z 

∗| ) 
∂ ln 

( | σ ∗| ) , G AX = 

( 

∂ ln ( | Z ∗| ) 
∂ ln ( | σ∗| ) 

∂ ϕ a 
∂ ln ( | σ∗| ) 

) 

, 

G P 0 = 

∂ ϕ a 

∂ ϕ 

, G P X = 

( 

∂ ln ( | Z ∗| ) 
∂ ϕ 
∂ ϕ a 
∂ ϕ 

) 

(9) 

where G A 0 and G P 0 represent the Jacobian for the logarithmic of the 
conductivity amplitude and the phase angle without considering the 
cross-sensitivity (i.e. the real part of the sensitivity and G A 0 = G P 0 ), 
and G AX and G P X represent the Jacobian for the logarithmic of the 
conductivity amplitude and the phase angle including the cross- 
sensitivity. 

The inversion results of Model-2 obtained with the ALT and 
CVI + strategy indicated that the cross-sensitivity provided unique 
information during the inversion. To e v aluate the information con- 
tent in the Jacobian matrix, the relative eigenvalue range (RER) 
of the Hessian matrix ( H = G 

T W 

T 
d W d G ) was adopted (see Ap- 

pendix A for more information). In short, the RER value represents 
the resolved model space and high RER values correspond to a 
small null space in the model space. The calculated complex sensi- 
tivity of the model obtained in the first iteration was adopted for the 
determination of the RER value because the cross-sensitivity for 
the homogeneous start model is zero. It should also be noted that 
the eigenvalue spectra for the amplitude and phase angle should be 
identical in the absence of data weighting, but can be different when 
data weighting is considered. Fig. 6 presents the eigenvalue spectra 
of different Jacobian matrices for both Model-1 and Model-2. In 
the case of Model-1, the RER values of the Jacobian matrices G A 0 

and G AX at the selected damping level (Fig. 6 a) as well as the RER 

values for the spectra of G P 0 and G P X (Fig. 6 b) are identical. This 
explains why the negligence of the cross-sensitivity has no effect 
on the results of Model-1. In the case of Model-2, the RER values 
of the Jacobian matrices G A 0 and G AX at the selected damping 
level (Fig. 6 c) showed considerable differences. The RER value of 
G AX was about 1.5 times larger than the RER value of G A 0 , which 
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Figure 6. Eigenvalue spectrums of the different Jacobians for the amplitude (a) and phase (b) of electrical conductivity for Model-1 and the amplitude (c) and 
phase (d) of electrical conductivity for Model-2. 
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ndicates that the information in the cross-sensitivity contributed
ignificantly to the inversion of the electrical conductivity ampli-
ude. Fig. 6 (d) shows that the RER values of the Jacobian matrices
G P 0 and G P X for Model-2 were identical. Ho wever , the calculation
f G P 0 also requires a reliable model for the electrical conductiv-
ty amplitude, which in the case of large phase angle can only be
btained by considering both the real part of the sensitivity and the
ross-sensitivity in the inversion. 

Finall y, we anal yse the model update calculated using the Jaco-
ian with and without cross-sensitivity. The model update consider-
ng the cross-sensitivity was obtained using the CVI + strategy. The
odel update calculated without cross-sensitivity was also based

n the CVI + formulation, but the off-diagonal positions in the
xtended Jacobian matrix were set to zero. Fig. 7 (a) shows the am-
litude of the electrical conductivity obtained using the CVI + strat-
gy in the first iteration. Although the calculation was based on the
ogarithmic model parameter, we present the results in the linear
pace to be consistent with the presentation of the true model. The
lectrical conductivity distribution in Fig. 7 (a) shows that a slightly
igher conductivity layer starts to appear in the image. Figs 7 (b)
nd (c) present the calculated model update in the second iteration
ithout and with the consideration of the cross-sensitivity, respec-

i vel y. The model update calculated without cross-sensitivity tends
o enhance the conductive layer that appeared in the first iteration,
hich leads the model far from a homogeneous distribution for

he electrical conductivity amplitude. In contrast, the model update
alculated with cross-sensitivity updates the model towards a ho-
ogenous distribution. This highlights the unique contribution of

he cross-sensitivity during the inversion. 

t  
.  C O N C LU S I O N S  A N D  O U T L O O K  

n this study, we presented detailed formulations of four different
nv ersion strate gies for EIT measurements. The first strategy (CVI)
s a complex-valued approach that follows the formulation for ERT
nversion but the parameters are all complex. The second strategy
RVI) is a two-step real-valued approach where the amplitude of
ata is inverted first in the real number domain using the ERT
nversion routine, and the phase is then separately inverted using
he final real-valued Jacobian from the first step. In case of small
hase values, the third strategy (ALT) is similar to the two-step RVI
pproach but considers complex forward modelling in the second
tep. In the case of large phase values, the ALT strategy updates the
eal and imaginar y par ts of the model alternately so that the real part
f the forward response can also be calculated based on the complex
odel. The fourth strategy (CVI + ) is a ne wl y formulated complex

pproach. Instead of using complex data and model vectors, the
VI + strategy separates the real and imaging part of the data and
odel vectors, which allows to consider the complex coupling while

llowing separate data weighting and model regularization for the
eal and imaginary parts. 

We tested the different inversion strategies using two synthetic
odels. Model-1 represents an environmental application with

mall phase angles. The inverted amplitude of the electrical conduc-
ivity showed comparable images with the true model for all strate-
ies. The inverted phase distribution obtained by the CVI strategy
howed anomalies, while the inverted phase distributions obtained
y the RVI, ALT and CVI + strategies were similar and in good
greement with the true model. The rough phase model obtained by
he CVI strategy was attributed to the domination of the real part of
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Figure 7. (a) Electrical conductivity amplitude obtained using CVI + in the first iteration, (b) calculated model update without consideration of cross-sensitivity 
and (c) calculated model update with consideration of cross-sensitivity. 
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the data and model in the inversion, which results in much smaller 
regularization strength for the inversion of the phase angle. It was 
concluded that the RVI, ALT and CVI + strategies were all able to 
provide reliable inversion results in the absence of small measured 
phase values. 

The performance of the four inv ersion strate gies in the presence 
of high phase v alues w as e v aluated using Model-2, which has ex- 
tremely large phase angles. For this model, only the CVI + strategy 
produced plausible inversion results that were in good agreement 
with the true model. The reason for the failure of the CVI strat- 
egy was again related to the aggregated formulation, although the 
objecti ve function w as dominated b y the phase angle in the case 
of Model-2. The failure of the RVI strategy was attributed to er- 
rors in the amplitude of the modelled data when not considering 
complex forward modelling, which was visualized and clearly ex- 
plained by the pseudo-section of the amplitude of the modelled 
electrical conductivity. The ALT strategy also failed to produce re- 
liable inversion results in the case of Model-2, which was attributed 
to the negligence of the cross-sensitivity in the inversion. The rela- 
ti ve eigenv alue range w as used to e v aluate the information content 
provided by the cross-sensitivity. It was found that the RER value 
of the Jacobian considering the cross-sensitivity was much higher 
compared to the Jacobian without cross-sensitivity in the inver- 
sion of the amplitude of complex impedances, which indicates that 
the cross-sensitivity provided unique information in the inversion. 
This was supported by the calculated model update using differ- 
ent Jacobian matrices. It should be noted that the RVI strategy has 
its practical advantage that no complex calculations are required, 
which substantially reduces the computation load. Therefore, it can 
be concluded that the CVI + strategy is theoretically the most com- 
prehensive and correct approach for EIT data inversion, but that in 
the case of small phase angles the RVI strategy should be preferred 
given its fast calculation and low storage requirement. 

Two directions can be identified for further testing and improve- 
ment of EIT data inversion. One is to test the different inversion 
strategies with field measurements. We tested with two typical mea- 
surements that have small phase angles and the results (presented in 
Appendix B ) were similar to what has been presented for Model-1. 
Ho wever , for measurements with extremely large phase angles, the 
different strategies need to be tested in the future. The other direc- 
tion could be the investigation of different data and model types 
instead of the amplitude and phase considered here (e.g. the real 
and imaginary part). There is no clear guideline for the choice of 
data and model types in the inversion of EIT data, and the use of 
different data and model types is somewhat subjective depending on 
the prefer red inter pretation of the results. Therefore, a comparison 
of different data and model types in the EIT data inversion should 
be conducted in the future with a proper error transformation model 
for different data types. 
A C K N OW L E D G M E N T S  

Haoran Wang would like to thank the China Scholarship Coun- 
cil for funding this research. This work has also partially been 
funded by the Deutsche Forschungsgemeinschaft (DFG, German 
Research Foundation) under Germany’s Excellence Strategy, EXC- 
2070–390732324–PhenoRob. We appreciate re vie ws and comments 
by Deqiang Mao and Tim Johnson. 

DATA  AVA I L A B I L I T Y  

The data supporting the findings of this study are available upon 
reasonable request. 

CONFLICT OF INTEREST 

The authors declare that they have no conflict of interest. 

R E F E R E N C E S  
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 ünther , T. , R ücker, C. & Spitzer, K., 2006. Three-dimensional modelling
and inversion of dc resistivity data incorporating topography - II. Inver-
sion, Geophys. J. Int., 166 (2), 506–517. 

nzoli , S. , 2016. Experimental and statistical methods to improve the reli-
ability of spectral induced polarization to infer litho-textural properties
of alluvial sediments, PhD thesis , Univ ersit à de gli Studi di Milano, Italy.
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APPENDIX A: EIGENVALUE SPECTRUM OF 

HESSIAN MATRIX 

Fig. A1 shows a typical eigenvalue spectrum of the Hessian matrix. 
The calculated eigenvalues are normalized by the largest eigenvalue, 
and the indices of the eigenvalues are normalized by the total num- 
ber of model parameters. A threshold value of the damping level 
should be defined to separate the resolved model space and the null 
space. As defined in Maurer et al. ( 2009 ), the part to the left of the 
intersection of the spectrum with the threshold line is considered as 
the relati ve eigenv alue range (RER) and the remaining part of the 
spectrum is the null space. The RER has been used in optimized 
experimental design for seismic full waveform inversion (Maurer 
et al. 2009 ; Krampe et al. 2021 ) and in the assessment of geoelec- 
trical measurement configurations (Blome et al. 2011 ; Wang et al. 
2022 ). The choice of damping level is subjective and survey depen- 
dent as pointed out in Krampe et al. ( 2021 ). A threshold value of 
10 −3 as used in Blome et al. ( 2011 ) and Wang et al. ( 2022 ) for the
ERT problem was adopted in this study. 

APPENDIX B: INVERSION RESULTS OF FIELD 

MEASUREMENTS 

In addition to the synthetic modelling study, two field data sets were 
also tested to compare the inversion strategies. The first data set 
was acquired in a kaolinite quarry in Lozzolo, Italy, which has been 
already used in Zimmermann et al. ( 2019 ) and Wang et al. ( 2021 ). 
For more information about this site, we refer to Inzoli ( 2016 ). The 
surv e y line has 30 electrodes with 1 m electrode spacing. The mea- 
surement scheme followed a circulating strategy (Xu & Noel 1993 ) 
where 16 electrodes were skipped between the two current poles for 
each injection. The same skip was also applied to the final four-pole 
data to obtain normal and reciprocal measurements. The data used 
in this study was measured at 6 Hz where electromagnetic coupling 
effects can be neglected (Zimmermann et al. 2019 ). The data error 
was estimated from the normal and reciprocal measurements using 
a multibin approach (Koestel et al. 2008 ) to fit the error models pro- 
posed by Flores Orozco et al. ( 2012b ). The second field data set was 
measured in Selhausen, Germany (Weigand et al. 2022 ). The soil at 
this site is a Luvisol that developed in a layer with a silt loam texture 
(Weiherm üller et al. 2007 ; Cai et al. 2016 ). The data was measured 
using a long-term EIT monitoring system which has 40 electrodes 
with 25 cm spacing. The selected electrode configurations (647 
data points) were adapted to the capabilities of the multichannel 
system while still providing enough information of the subsurface. 
The presented data from the Selhausen site was measured at 1 Hz 
where the electromagnetic coupling effects can be neglected. The 
data error for the Selhausen data set follows the analysis of Weigand 
et al. ( 2022 ), who determined error estimates based on a system- 
atic parameter search. For more information about the data sets 
and the choice of error parameters, we refer to Weigand et al. 
( 2022 ). 

Fig. B1 shows the inversion results for the Lozzolo data set. The 
inverted electrical conductivity amplitudes obtained with the four 
inv ersion strate gies were again v ery similar with conducti vity v al- 
ues mostly between 2 and 50 mS m 

−1 . Similar patterns could be 
observed in the inverted phase distributions. There was a weakly 
polarized layer near the surface and higher phase angles around 20 
mrad appeared below this first layer. The inverted phase distribu- 
tion obtained by the CVI method was again rougher than the other 
distributions and presented minor artefacts near the surface, which 
is again due to the damping factor as in the synthetic modelling 
study. Fig. B2 shows the inversion results for the Selhausen data 
set. The inverted electrical conductivity amplitude presented a very 
thin layer at the top with low conductivity, while the overall electri- 
cal conducti vity v alues were at a high level of about 100 mS m 

−1 . 
As in the previous examples, the inversion results for the electri- 
cal conductivity amplitude were similar for all inv ersion strate gies. 
The inverted phase distributions produced by the RVI, ALT and 
CVI + strategies were smooth and similar, while the phase distri- 
bution obtained by the CVI strategy showed erratic high and low 

phase values e xtensiv ely in the profile. This is because the applied 
damping factor in the CVI approach is much smaller compared to 
the synthetic cases and the Lozzolo data set. If the mean value of 
the individual data weighting is used to represent the data weight- 
ing term, this is further supported by the ratio of the final damping 
factor and the data weighting as in the synthetic study. This ratio 
w as onl y two orders of magnitude smaller for the CVI strategy than 
the other two strategies for the Lozzolo data set, which explains 
why the observed differences between the three strategies were rel- 
ati vel y small. The ratio was four orders of magnitude smaller for 
the Selhausen data set, which explains the erratic inversion results 
for the phase distribution. 

Both field examples are in agreement with the conclusions ob- 
tained from the synthetic model study with Model-1. Ho wever , the 
electrode configurations used in the two field examples were dif- 
ferent from the conventional dipole–dipole array used in the model 
study, which indicates that the conclusions related to the results of 
Model-1 are independent of the type of measurement configura- 
tions. 
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Figure A1. A typical eigenvalue spectrum with the relative eigenvalue range (RER) and the null space indicated. 

Figure B1. Inversion results obtained b y dif ferent strategies for the field 
data set measured in Lozzolo, Italy. 

Figure B2. Inversion results obtained b y dif ferent strategies for the field 
data set measured in Selhausen, Germany. 
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